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Abstract

We study geometric hypergraphs in a kinetic setting
and show that for many of the static cases where
the VC-dimension of the hypergraph is bounded the
kinetic counterpart also has bounded VC-dimension.
Among other results we show that for any set of n
moving points in R? and any parameter 1 < k < n,
one can select a non-empty subset of the points of
size O(klogk) such that each cell of the Voronoi di-
agram of this subset is “balanced” at any given time
(i.e., it contains O(n/k) of the other points). We also
show that the bound is near optimal even for the one-
dimensional case in which points move linearly.

1 Introduction

Geometric hypergraphs (also called range-spaces) are
central objects in computational geometry, statisti-
cal learning theory, combinatorial optimization, lin-
ear programming, discrepancy theory, data bases and
several other areas in mathematics and computer sci-
ence.

In most of these cases, we have a finite set P of
points in R? and a family of simple geometric regions,
such as the family of all halfspaces in R?. We then
consider the combinatorial structure of the set system
(P,{hNP}) where h is any halfspace. Many optimiza-
tion problems can be formulated on such structures.
A key property of such hypergraphs is a bounded VC-
dimension (see Section 2 for exact definitions). In this
paper we study a more complex structure by allow-
ing the underlying set of points to move along some
“reasonable” trajectories. Even though the static case
is well-known, little research has been done for the
case in which the points move. We show that those
more complex hypergraphs defined as the union of
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all hypergraphs obtained at all possible times still
have a bounded VC-dimension. As a result, many
deep results that hold for arbitrary hypergraphs with
bounded VC-dimension readily apply to such kinetic
hypergraphs. By adding several other ingredients, we
are able to prove our main result about points mov-
ing with bounded description complexity (see below
for the exact definitions):

Theorem 1 Let P = {p1,...,pn} be any set of n
moving points in R? with bounded description com-
plexity. For any integer 2 < k < n, there exists a sub-
set N C P of cardinality O(klog k), such that for any
timet > 0, each cell of the Voronoi diagram Vor(N (t))
contains at most O(n/k) points of P(t).

The paper is organized as follows: in Section 2 we
introduce several key concepts as well as review known
results that hold for static range spaces. In Section 3
we extend these results to the kinetic case. In Section
4 we show several applications. Due to lack of space,
proofs in this paper are omitted or sketched. Details
can be found in the extended version of this paper [2].

2 Preliminaries and Previous Work

We consider the following families of geometric hy-
pergraphs: Let P be a set of points in R? and let R
be a family of regions in the same space. We refer
to the hypergraph H = (P,{P Nr:r € R}) as the
hypergraph induced by P with respect to R. In the
literature, such kind of hypergraphs are also referred
to as range spaces.

Our aim is to show that many properties that hold
for static range spaces extend to their kinetic coun-
terparts. We start by introducing some concepts that
are frequently used in (static) range spaces.

Recall the definition of an e-net for a hypergraph:
let H = (V, &) be a hypergraph with V finite. Let € €
[0,1] be a real number. A set N C V (not necessarily
in &) is called an e-net for H if for every hyperedge
S € & with |S| > ¢|V| we have SN N # ().

A closely related concept of e-net is the so called
Vapnik-Chervonenkis dimension [8]: let H = (V,€)
be a hypergraph. A subset X C V (not necessarily
in £) is said to be shattered by H if {X N S: S €
E} = 2X. The Vapnik-Chervonenkis dimension, also
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denoted the VC-dimension of H, is the maximum size
of a subset of V shattered by H.

Theorem 2 (e-net theorem [4]) Let H = (V,€)
be a hypergraph with VC-dimension d. For every
e € (0,1), there exists an e-net N C V with cardi-
nality at most O(%log 1).

It is known that whenever range spaces are defined
through semi-algebraic sets of constant description
complexity (i.e., sets defined as a Boolean combina-
tion of a constant number of polynomial equations
and inequalities of constant maximum degree), the
resulting hypergraph has finite VC-dimension. Halfs-
paces, balls, boxes, etc. are examples of ranges of this
kind; see, e.g., [6, 7] for more details.

Thus, by Theorem 2, these hypergraphs admit
“small” size e-nets. Koémlos et al. [5] proved that
the bound O(¢log 1) on the size of an e-net for hy-
pergraphs with VC-dimension d is best possible.

3 Kinetic hypergraphs

In this section we extend the above results to the
kinetic model. Let P = {pi,...,pn} denote a set
of n moving points in R?, where each point is mov-
ing along some “simple” trajectory. That is, each p;
is a function p; : [0,00) — R? of the form p;(t) =
(z4(t),...,x%(t)). For a given real number ¢ > 0 and
a subset P’ C P, we denote by P’(t) the fixed set of
points {p(t): p € P'}. For a family of ranges R, we
define its induced kinetic hypergraph as follows:

Definition 1 (kinetic hypergraph) Let P be a set
of moving points in R and let R be a family of ranges.
Let (P, &) denote the hypergraph where £ consists of
all subsets P’ C P for which there exists a time t and
a range r € R such that P'(t) = P(t) Nr. We call
(P, &) the kinetic hypergraph induced by R.

As in the static case we abuse the notation and
denote the hypergraph by (P,R). In order to ap-
ply our techniques, we need the following “bounded
description complexity” assumption concerning the
movement of the points of P. We say that a point
pi = pi(t) = (z1(t),...,2%(t)) € P moves with de-
scription complexity s > 0 if for each 1 < j < d it
holds that x;(t) is a univariate polynomial of degree
at most s. In the remainder of this paper, we assume
that all points of P move with bounded description
complexity, that is, the description complexity s is a
constant.

3.1 VC-Dimension of kinetic hypergraphs

In this section we prove that for many of the static
range spaces that have small VC-dimension, their ki-
netic counterparts also have small VC-dimension. We
start with the family #,4 of all halfspaces in R,

Theorem 3 Let P C R? be a set of moving
points with bounded description complexity s. Then,
the kinetic-range space (P,Hg) has VC-dimension
bounded by O(dlogd).

To prove Theorem 3, we need the following known
definition and lemma (see, e.g., [6]). The primal shat-
ter function of a hypergraph H = (V,€) denoted by
7wy is a function:

g {l,...,|V]} = N

defined by mg(i) = mary.cy,v/=|H[V']|, where
|H[V']| denotes the number of hyperedges in the sub-
hypergraph H[V'].

Lemma 4 Let H = (V,&) be a hypergraph whose
primal shatter function wp satisfies wg(m) = O(m®)
for some constant ¢ > 2. Then the VC-dimension of
H is O(clogc).

Proof. [Proof of Theorem 3] By Lemma 4 it suf-
fices to bound the primal shatter function my,(m)
by a polynomial of constant degree. It is a well
known fact that the number of combinatorially dis-
tinct half-spaces determined by n (static) points in
R? is O(n?). This can be easily seen by charging hy-
perplanes to d-tuples of points (using rotations and
translations) and observing that each tuple can be
charged at most a constant (depending on the dimen-
sion d) number of times. Thus, at any given time, the
number of hyperedges is bounded by O(n9). Next,
note that as t varies, a combinatorial change in the
hypergraph (P(t), R) can occur only when d+1 points
p1(t), ..., pa+1(t) become affinely dependent. Indeed,
a hyperedge is defined by a hyperplane that contains
d points of P(t), and that hyperedge changes when an
additional point of P(t) crosses the hyperplane (and
thus d + 1 points become affinely dependent). This
happens if and only if the following determinant con-
dition holds:

2Tt 2 T(e) zgtt(t) 1
where 27 (t) denotes the i’th coordinate of p;(t). The
left side of the equation is a univariate polynomial of
degree at most ds. By our general position assump-
tion this polynomial is not zero for some instant of
time. In particular, it cannot be identically zero and
thus it can have at most ds solutions.

That is, a tuple of d + 1 points of P(t) generates
at most ds events. Hence, the total number of such
events is bounded by O((df_l)) = O(n4*t1). Between

any two events we have O(n?) distinct halfspaces,
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thus we can have O(n?9*+1) distinct ranges distributed
along all instants of time.

Since each hyperedge is defined by the points on
its boundary, this property is hereditary. That is,
for any subset P’ C P the hypergraph H[P'] has at
most O(| P’ |?¢+1) hyperedges. Thus, the shatter func-
tion satisfies w7 (m) = O(m??*1). Then by Lemma 4,
(P, Hq) has bounded constant VC-dimension, where
the constant depends only on d and s. (I

Theorem 3 can be further generalized to arbitrary
ranges with so-called bounded description complexity
as defined below:

Theorem 5 Let R be a collection of semi-algebraic
subsets of R%, each of which can be expressed as a
Boolean combination of a constant number of poly-
nomial equations and inequalities of maximum degree
¢ (for some constant ¢). Let P be a set of moving
points in R? with bounded description complexity.
Then the kinetic range-space (P, R) has bounded VC-
dimension.

Proof. The proof combines Lemma 4 with Theo-
rem 3 and the so-called Veronese lifting map from
Algebraic Geometry. Proof is similar to the proof for
the static case. See, e.g., [6]. O

4 Applications

Balanced Voronoi cells for moving points

Given a set P of moving points or clients, we are in-
terested in locating k facilities so that at each instant
of time no facility serves too many clients (assuming
that each client goes to its nearest facility).

Proof. [Sketch of the proof of Theorem 1] First we
show that the kinetic hypergraph H = (P,W) in-
duced by all bounded cones (i.e. the intersection of
an infinite cone with a ball centered at the apex of
the cone) has constant VC-dimension, and construct
an e-net N for H with e = ¢ (this net is certified to
exist thanks to Theorems 2 and 3). We claim that N
satisfies the desired property.

Let C4 be the minimum number of sixty degrees
caps that are needed to cover the unit sphere S¢—!
(such a constant always exists and depends only on
d). Assume to the contrary that the Voronoi cell of
q(t) contains a subset P’(t) C P(t) of more than
Cyn/k points. By the pigeonhole principle, at least
n/k + 1 of the points of P’(t) lie in a 60-degrees in-
finite cone W and has ¢(t) as its apex. Consider the
(inclusionwise) smallest bounded cone W’ € W such
that W’ C W and both cones contain the same points
of P(t). Translate W’ infinitesimally so that ¢(t) is
not in the cone, but no other point enters or leaves the
cone. This cone has more than n/k points of P’(t),

$0 it must contain another point ¢’(¢) of N(¢). By the
triangle inequality, there must be a point in that cone
whose closest point is ¢’ (t), contradicting the fact that
it belongs to Voronoi cell of ¢(t). O

Corollary 6 Let N C P, |[N| = O(klogk), as in
Theorem 1. Then, for any finite point set S C R?,
and for any t > 0, the cell of any q € S in the Voronoi
diagram Vor(N (t)US) contains at most O(n/k) points
of P(t).

Remark We note that the bound of O(klogk) in
Theorem 1 is near optimal already for d = 1 and
points moving linearly. This follows from a recent
lower-bound construction of Alon [1] for e-nets for
static hypergraphs consisting of points with respect
to strips in the plane. See more details in [2].

Low interference for moving transmitters

In the following we define the concept of (receiver-
based) interference of a set of ad-hoc sensors [9]. Let
P = {p1,...,pn} be a set of n points in R? and let
r1,...,Tn be m non-negative reals representing the
transmission radii assigned to the points p1,..., pn,
respectively. Let G = (P,E) be the graph as-
sociated with this power assignment, where E =
{{p.q}: d(p, q) < min{ry,rq}}. Let D ={dy,...,dn}
denote the family of balls where d; is the ball centered
at p; and having radius ;.

Let I(D) denote the maximum depth of the ar-
rangement of the balls in D. We call I(D) the in-
terference of D. Note that both G and I(D) are de-
termined by P and r1,...,r,. Given a set P of points
in R?, the interference minimization problem asks for
the power assignment with smallest possible interfer-
ence among the assignments whose underlying graph
is connected.

Empirically, it has been observed that networks
with high interference have large probability of mes-
sages colliding [9]. Thus, a significant amount of re-
search has focused in the creation of connected net-
works with low interference. Among other results, we
highlight the one of Halldérsson and Tokuyama [3]
that any pointset P of n points in R? has a radius
assignment whose associated interference is O(y/n).

Here, we turn our attention to the kinetic version
of the interference problem in arbitrary but fixed di-
mension. We wish to maintain a connected graph of
a set of moving points that always has low interfer-
ence. Unless the distances between sensors remain
constant, no static radii assignment can work for a
long period of time since points will eventually be far
from each other. Instead, we describe the network in
a combinatorial way. That is, we look for a function
f: P x[0,00) = P that determines, for each sensor
of P and instant of time, its furthest away sensor that
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must be reached. Then, at time ¢ the communication
radius of a sensor p € P is simply set equal to the
distance between p and f(p,t). Ideally, we would like
to construct a network that not only has small in-
terference for all instants of time, but also limits the
number of combinatorial changes in the graph along
time.

Theorem 7 Let P be a set of n moving points in R¢
with bounded description complexity s. Then there
is a power assignment such that at any given time t
we have I(P(t)) = O(v/nlogn). Moreover, the total
number of combinatorial changes in the network is at
most O*(n'®/logn) where the O* notation hides a
term involving the inverse Ackermann function that
depends on d and s.

Proof. [Sketch] As in the static case [3], we use The-
orem 1 for k = y/n/logn to obtain a set N of size
O(klogk) with the properties guaranteed by Theo-
rem 1. The elements of N are called hubs, and we
map to each point of IV its furthest point in P. We
map non-hub points p € P\ N to their nearest hub.
Equivalently, if we consider the Voronoi diagram with
sites N (t), function f(p,t) will match point p(t) with
the site associated to the Voronoi cell that contains
p(t) at time ¢ (the mapping for points of N is similar,
but we would use the farthest point Voronoi diagram
instead).

Each point of P\ N has radius large enough to reach
one point of N, and all points of N form a clique,
thus the network is connected. Regarding interfer-
ence, by Corollary 6, we know that no point ¢ € R¢
can be reached by more than O(n/k) points of P\ N
at any instant of time. Thus, the total interference
of any point ¢ € R? is at most O(klogk) from hubs
(since |H| = O(klogk)), and at most O(n/k) from
non-hubs. Since k = y/n/logn we obtain the claimed
bound.

The bound on the number of combinatorial changes
follows from the fact that we are tracking changes
in upper and lower envelopes of a family of one-
dimensional functions (i.e., pairwise distances along
time). For any two points p,p’ € P, the function
d(p(t),p'(t)) is algebraic of bounded degree. Thus,
any two such functions cross O(s) times. This allows
us to use the Davenport-Schinzel Theorem to bound
the overall number of combinatorial changes of the
network. O

5 Conclusions

We showed that for many range-spaces with bounded
VC-dimension, the kinetic version of such range-
spaces, a more complex and rich structure, still has a
bounded VC-dimension. We believe that the bound-
edness of the VC-dimension of the kinetic hypergraphs

is of independent interest and hope that further re-
search will reveal more applications (some of which
can be found in [2]).
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